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Überblick Mehrfachansichten

Mehrfachansichten (engl. multi-view): Aufnahmen einer Szene aus
mehreren verschiedenen Kamerapositionen

Sonderfall: Zwei Ansichten (stereo)

Beispielanwendung: Free-viewpoint TV

Quellen: Microsoft: Real-time Interactive Multi-view Video System. http://research.microsoft.com/en-us/projects/imv/
(24.8.2014), 2008; Honekai Media: Feature: Video System Lets You Interactively Change Viewpoint, Generate Dynamic Scenes

from any 3D Position. http://www.techeblog.com/index.php/tech-gadget/
feature-video-system-lets-you-interactively-change-viewpoint-generate-dynamic-scenes-from-any-3d-position

(24.8.2014), 2008.
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Beispiel Free-viewpoint TV

Freie Wahl der Kameraposition bei der Wiedergabe

Zusätzliche Ansichten durch virtuelle Kameras (interpoliert)

→ Virtuelle Kamerafahrten möglich

Quellen: Moshe, Y.: Multi-view Video Compression for H.264.
http://www-sipl.technion.ac.il/Info/News&Events_1_e.php?id=292 (24.8.2014), 2006; NLT Technologies: NLT

Technologies Introduces High-Resolution Multi-View 2D/3D Display with HxDP Technology for Enhanced Stereoscopic Viewing
Experience. http://www.nlt-technologies.co.jp/en/release/release_120514.html (24.8.2014), 2012.

Andreas Unterweger (FH Salzburg) Kodierung von Mehrfachansichten Wintersemester 2019/20 3 / 20

http://www-sipl.technion.ac.il/Info/News&Events_1_e.php?id=292
http://www.nlt-technologies.co.jp/en/release/release_120514.html


Vor- und Nachteile von mehr als zwei Ansichten I

Einfachere Bestimmung von Punktkorrespondenzen (mit
Einschränkungen); Beispiel mit drei Ansichten:

Punkt m liegt auf Epipolarlinie in (mittlerer und) rechter Ansicht
Punkt m′ liegt auf Epipolarlinie in rechter Ansicht

→ Schnittpunkt der beiden Epipolarlinien bestimmt Lage von m′′

Voraussetzung: Epipolarlinien sind nicht parallel zueinander

Quelle: Pollefeys, M.: Three view geometry. http://www.cs.unc.edu/~marc/tutorial/node45.html (24.8.2014), 2002.
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Vor- und Nachteile von mehr als zwei Ansichten II

Validierung von Korrespondenzen und anderen geometrischen
Zusammenhängen über zusätzliche essenzielle und
Fundamentalmatrizen möglich (über Stereobildpaare)

Aber: Höherer Rechenaufwand und höhere Hardwarekosten

Quelle: Fusiello, A.: Multiple View Geometry. http://www.3dflow.net/elementsCV/S5.xhtml (24.8.2014), 2011.
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Überblick zur Kodierung von Mehrfachansichten

Kategorisierung

Kodierkomplexität
Dekodierkomplexität
Ansichtenrekonstruktionskomplexität
2-D-Kodierungskompatibilität
Effektiv verfügbare Auflösung

Arten der Mehrfachansichtenkodierung (Auswahl):

Unabhängige Ansichtenkodierung
Ansichtenkodierung mit Abhängigkeiten
Ansichtenkodierung mit Tiefenbild (engl. depth map)

Ausgewählte Kodiertechniken:

JPEG Stereoscopic (zwei Bilder nebeneinander)
JPEG Multi-Picture Format (mehrere aneinandergehängte Bilder)
Multi-view Coding (MVC)
Frame Packing (H.264-Erweiterung)
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Mehrfachansichtenkodierung mit Tiefenbildern I

Tiefenbild: Pendant zu Disparitätsbild: Helligkeit gibt z-Koordinate an

Einschränkungen: Diskrete Werte zwischen zmin und zmax

Praktisch: Rektifizierte Bilder mit signalisierten Kameraparametern

can be used as a reference for quality comparison. This is
important, as the coding of depth maps needs to consider

the resulting quality for the synthesized views [21] and a

sufficient picture quality has to be guaranteed for any view

that might be generated, since the user might be looking

exclusively at synthesized views.

A. Scene Depth Representation
As shown in Section II-C, dense view synthesis only

from sparse video data leads to aliasing in the synthesized

image. This is shown on the left-hand side of Fig. 5, where

a double image is synthesized. However, if additional

scene geometry data are available, e.g., in form of a depth

value for each color sample in the camera plane, the

sampling condition in (2) changes, as derived in [4]. These
depth values are quantized into a number of different

values. Then, the depth range dR in (2) is split into a

number of S quantization intervals dR;i, i ¼ 1 . . . S, with

dR;i ¼ dR=S. Thus, an S-times larger camera distance �s in

(2) is allowed for correct view synthesis, as illustrated by

the good reconstruction result on the right-hand side of

Fig. 5 with the same camera distance as for the nondepth

case. For example, if a depth map uses 8 b/sample, the
depth range in (2) is split into 256 small subranges. Thus,

the camera distance �s for depth-enhanced 3-D formats

with 8-b depth data can be 256 times larger for alias-free

reconstruction than the camera distance for formats that

contain only video data.

Such a depth-enhanced format for two different views

is shown in Fig. 7 with color and per-sample depth infor-

mation. Note that the maximum value for �s is again

limited for real-world cameras by their aperture angle, as
discussed in Section II-C.

The depth data are usually stored as inverted real-world

depth data IdðzÞ, according to

IdðzÞ ¼ round 255 � 1

z
� 1

zmax

� �
=

1

zmin
� 1

zmax

� �� �
: (4)

Here, a representation with 8 b/sample and values be-

tween 0 and 255 is assumed. This method of depth storage

has the following advantages: since depth values are in-

verted, a high depth resolution of nearby objects is
achieved, while farther objects only receive coarse depth

resolution, as shown in Fig. 8. This also aligns with the

human perception of stereopsis [47], where a depth im-

pression is derived from the shift between left and right

eye view. The stored depth values are quantized similarly

to these shift or disparity values. However, the inverse

quantized depth values are not identical to disparity va-

lues, since disparity values depend on the camera distance
or baseline in contrast to depth values. This difference is

very important, as depth values are therefore also inde-

pendent from neighboring cameras, as well as different

camera sensor and image resolutions. Consequently, the

stored depth representation in (4) combines the advan-

tages of inverse quantization for more natural depth re-

presentation with the independency from camera

baselines and image resolutions.

Fig. 7. Example for depth enhanced format: two view plus depth format for the Ballet set.

Müller et al.: 3-D Video Representation Using Depth Maps

Vol. 99, No. 4, April 2011 | Proceedings of the IEEE 649

Quelle: Müller, K., Merkle, P. und Wiegand, T.: 3-D Video Representation Using Depth Maps. In Proceedings of the IEEE, vol.
9, no. 4, pp. 643-656, 2011.
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Mehrfachansichtenkodierung mit Tiefenbildern II

Kodierung von Mehrfachansichten mit je einem Tiefenbild

Dekodierung auf Empfängerseite mit zwei prinzipiellen Möglichkeiten

Ausgabe einer der aufgenommenen Ansichten (über Disparität)
Erzeugung zusätzlicher (virtueller) Ansichten aus den bestehenden
(Ansichtensynthese, engl. view synthesis)

Typischerweise nur wenige aufgenommene Ansichten → Genauigkeit
der Tiefenbilder hat großen Einfluss auf Wiedergabe-/Synthesequalität

position. Note that in (2) the highest horizontal frequency

�u:max as well as the focal length f are usually fixed by the

number of samples of a given camera sensor. If the camera

distance is too large, alias in the form of double images

occurs, as shown in Fig. 5 on the left-hand side.

Therefore, a good quality view synthesis from two or

three camera views is not possible, if only color informa-
tion is available. It will be shown in Section III that

additional scene geometry information, e.g., in the form of

per-sample depth data, has to be provided for high-quality

view synthesis.

III . 3DV USING DEPTH MAPS

As concluded in Section II, the provision of a large number

of views for multiview displays is not efficient with video
data only. The efficiency can be drastically increased using

scene geometry information like a depth map. Such a

transmission system for 3DV using depth maps is shown in

Fig. 6. It is assumed that a few cameras, e.g., two or three,

are used. The 3DV encoder generates the bit stream, which

can be decoded at the receiver.

The 3DV bit stream contains color and depth data

corresponding only to a fixed number of views and with
that the overall bit rate is limited. Given these data, a high-

quality view synthesis can generate any number N of views

for different displays within a given range across the

transmitted views. It is assumed that the data are struc-

tured in a way such that an arbitrary number of views can

be generated at the receiver. Thus, any stereo or multiview

display can therefore be supported by the decoded result of

the 3DV bit stream as the required number and spatial

position of views can be synthesized individually for each

display.

One of the most challenging properties of this 3DV

system is the interdependency between different parts of

the processing chain, namely depth provision, coding, and
view synthesis. These three parts influence each other, as

the quality of depth maps influences coding and view

synthesis, coding artifacts influence view synthesis, and a

good and robust view synthesis in return can compensate

depth and coding errors. The depth data are provided at

the sender side for the uncompressed input video se-

quences as per-sample depth values. Although depth data

could also be generated at the receiver side, i.e., after the
MVC decoding in Fig. 1, we believe that depth data will be

provided at the sender side and transmitted within the

3DV format. The advantage is that producers of 3DV

content will have control over the resulting multiview

display output, which therefore appears similar across dif-

ferent display types and a certain transmission quality can

be guaranteed for comparable 3-D viewing quality. Fur-

thermore, different methods for determining depth values
can be used at the sender side, e.g., to incorporate addi-

tional data from content production formats, which are not

part of the transmitted 3DV format. Such depth provi-

sioning methods are discussed in Section III-B. At the

receiver side, intermediate views are synthesized via DIBR

methods, as described in Section III-C. This system archi-

tecture can be combined with coding algorithms for

lossless, lossy, or even no compression.
Please note that the input to this 3DV system are cap-

tured and rectified video sequences from a few cameras

and the output of the system is an arbitrary number N of

view sequences. Thus, the input or capturing format is

decoupled from the output format and the decoded 3DV

bit stream can be used by any 2-D, stereoscopic 3-D, and

multiview 3-D display.

One basic assumption to be made for this 3DV coding
system is that it delivers uncoded synthesized views, which

Fig. 5. Intermediate view synthesis from color-only camera data with alias (left) and from color with 8-b depth values without alias (right)

for the Ballet set.

Fig. 6. 3DV system based on depth-enhanced multiview video.

Müller et al. : 3-D Video Representation Using Depth Maps

648 Proceedings of the IEEE | Vol. 99, No. 4, April 2011

Quelle: Müller, K., Merkle, P. und Wiegand, T.: 3-D Video Representation Using Depth Maps. In Proceedings of the IEEE, vol.
9, no. 4, pp. 643-656, 2011.
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Möglichkeiten zur Kodierung von Tiefenbildern (Auswahl)

Verlustlose Kompression

Vorteil: Bestmögliche Wiedergabe-/Synthesequalität
Nachteil: Sehr speicherintensiv

Lineare Quantisierung mit Entropiekodierung

Vorteil: Einfach zu implementieren
Nachteil: Artefakte im Tiefenbild

Kodierung nach H.264 (o.ä.)

Vorteile: Bestehende Encoder wiederverwendbar; speicherschonend
Nachteil: Kompressionsartefakte im Tiefenbild

Spezielle Kodierung (z.B. Platelets)

Vorteil: Weniger und vor allem weniger sichtbare Artefakte
Nachteil: Zusätzliche Implementierung notwendig
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Artefakte durch Tiefenbildkompression (Auswahl) I

Puppentheatereffekt (Reduktion der dargestellten Tiefen → wenige
klar voneinander unterscheidbare Tiefenebenen wie in einem
Puppentheater) durch lineare Quantisierung des Tiefenbildes

MOBILE3DTV  D5.1 Classification of stereoscopic artefacts 

 
 

23 
 

   

 

Figure 16: Illustration of the cardboard effect (right) in comparison to its original depth map (left) 

 

  

Quelle: Boev, A., Hollosi, D. und Gotchev, A.: Classification of stereoscopic artifacts.
http://sp.cs.tut.fi/mobile3dtv/results/tech/D5.1_Mobile3DTV_v1.0.pdf (24.8.2014), 2008.
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Artefakte durch Tiefenbildkompression (Auswahl) II

Räumliche Blockbildung, Unschärfe und Überschwingen (durch
verlustbehaftete Kodierung nach H.264 u.ä.)

Hochfrequentes Quantisierungsrauschen (engl. mosquito noise)
MOBILE3DTV  D5.1 Classification of stereoscopic artefacts 

 
 

29 
 

  

Figure 24:  A stereo-pair, exhibiting depth “ringing” artefacts.  

Perspective-stereopsis rivalry (“WOW” artefacts) 

This distortion occurs when there is an inconsistency between binocular depth cues and perspective. In 

displays based on WOWvx technology, Phillips provides a software that allows the user to directly 

control the depth in a picture and its position on the optical axis as it can be seen in Figure 25. A built-in 

firmware is responsible for real-time conversion between dense-depth and multi-view 3D video. If the 

conversion parameters are incorrectly set, or depth values are exaggerated, curvatures in objects come 

up, especially when their dimensions range over a wide part of the depth map. An example is shown in 

Figure 26. 

 

prediction was used. Here, edge smoothing artifacts are

also present. However, due to higher compression effi-

ciency, a better reconstruction quality at the same bit rate

is achieved for MVC in comparison to H.264/AVC simul-
casting. This is especially visible at sharp edges. In contrast

to block-based coding methods, the artifacts for platelet

coding in Fig. 9(d) are coarser edge approximation. This

becomes especially visible for the foreground/background

edge towards the bottom of Fig. 9. Here, the edge pre-

servation of the platelet coding is much closer to the

original depth edge than for the other two coding methods.

Thus, the height and sharpness of the depth edge is much
better preserved in platelet coding.

The final quality of a depth coding method has to be

evaluated for the synthesized views. This is shown in

Fig. 10, where the synthesized views are presented with

respect to the differently coded depth maps at the same bit
rates from Fig. 9 and uncoded video data. The synthesized

result from uncoded depth and video data is shown in

Fig. 10(a). Note that even in this case, corona artifacts are

visible, which can be removed by advanced synthesis algo-

rithms, as discussed in Section III-E. The classical video

coding approaches H.264/AVC and MVC in Fig. 10(b) and

(c) show color displacement artifacts around foreground

objects due to depth edge smoothing. In contrast, the
foreground boundaries are much better preserved by the

platelet coding approach, as shown in Fig. 10(d). Only in

cases with rather complex depth edge structures, some

color displacements occur. Again, a good view synthesis

can help to further reduce these errors.

Further ongoing research on advanced coding ap-

proaches is discussed in Section III-F.

E. Advanced View Synthesis Methods
For high-quality view synthesis, advanced processing

has to be applied in addition to the sample-wise blending

in (9). In the literature, a number of view synthesis im-

provements have been reported, which focus on the fol-

lowing topics. For hole filling, inpainting methods are used

as described in [5], [36], and [39]. Here, surrounding

texture information and statistics are analyzed and used to
fill missing information in synthesized views. Postfiltering

is applied in order to remove wrongly projected outliers

and to provide a better overall impression [32]. In [33],

[50], and [52], the use of reliability information for im-

proved synthesis results is described.

For any view synthesis, foreground/background object

boundaries are among the most challenging problems. A

simple projection from original views can cause corona
artifacts, as shown in Fig. 11(a) and (c). The reasons for

such artifacts are certain effects, like incorrect depth va-

lues and edge samples, which contain a combination of

foreground and background color samples. Also, object

edges may be fuzzy and may contain semitransparent con-

tent. Therefore, special treatment in such areas has to be

applied. In advanced synthesis methods, a reliability-based

approach is taken with one [52] or two [33] boundary
layers. Since areas along depth discontinuities in 3DV are

known to produce visual artifacts in the projection process,

they are processed separately.

The video data of original views are classified as Bunre-

liable areas[ along depth edges, while the remaining areas

are labeled as being Breliable areas.[ While the method

from [52] only uses one depth edge or boundary layer, the

method from [33] uses two layers for foreground and
background boundary data with different projection rules.

The reliable areas are projected or shifted into the inter-

mediate view first. Then, the unreliable boundary areas are

split into foreground and background data. Here, fore-

ground areas are projected next and merged with the re-

liable data. Afterwards, the background data are projected

and also merged. The important difference between

Fig. 9. Impact of coding artifacts on depth maps for Ballet sequence:

(a) original uncoded depth, (b) H.264/AVC (intra-only) coded depth,

(c) MVC (fully optimized) coded depth, and (d) platelet coded depth

at the same bit rate.

Fig. 10. Impact of depth coding artifacts on view synthesis rendering

for Ballet sequence with uncoded color data: (a) original uncoded

depth, (b) H.264/AVC (intra) coded depth, (c) MVC (fully optimized)

coded depth, and (d) platelet coded depth for the associated depth map

from Fig. 9.

Müller et al. : 3-D Video Representation Using Depth Maps
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prediction was used. Here, edge smoothing artifacts are

also present. However, due to higher compression effi-

ciency, a better reconstruction quality at the same bit rate

is achieved for MVC in comparison to H.264/AVC simul-
casting. This is especially visible at sharp edges. In contrast

to block-based coding methods, the artifacts for platelet

coding in Fig. 9(d) are coarser edge approximation. This

becomes especially visible for the foreground/background

edge towards the bottom of Fig. 9. Here, the edge pre-

servation of the platelet coding is much closer to the

original depth edge than for the other two coding methods.

Thus, the height and sharpness of the depth edge is much
better preserved in platelet coding.

The final quality of a depth coding method has to be

evaluated for the synthesized views. This is shown in

Fig. 10, where the synthesized views are presented with

respect to the differently coded depth maps at the same bit
rates from Fig. 9 and uncoded video data. The synthesized

result from uncoded depth and video data is shown in

Fig. 10(a). Note that even in this case, corona artifacts are

visible, which can be removed by advanced synthesis algo-

rithms, as discussed in Section III-E. The classical video

coding approaches H.264/AVC and MVC in Fig. 10(b) and

(c) show color displacement artifacts around foreground

objects due to depth edge smoothing. In contrast, the
foreground boundaries are much better preserved by the

platelet coding approach, as shown in Fig. 10(d). Only in

cases with rather complex depth edge structures, some

color displacements occur. Again, a good view synthesis

can help to further reduce these errors.

Further ongoing research on advanced coding ap-

proaches is discussed in Section III-F.

E. Advanced View Synthesis Methods
For high-quality view synthesis, advanced processing

has to be applied in addition to the sample-wise blending

in (9). In the literature, a number of view synthesis im-

provements have been reported, which focus on the fol-

lowing topics. For hole filling, inpainting methods are used

as described in [5], [36], and [39]. Here, surrounding

texture information and statistics are analyzed and used to
fill missing information in synthesized views. Postfiltering

is applied in order to remove wrongly projected outliers

and to provide a better overall impression [32]. In [33],

[50], and [52], the use of reliability information for im-

proved synthesis results is described.

For any view synthesis, foreground/background object

boundaries are among the most challenging problems. A

simple projection from original views can cause corona
artifacts, as shown in Fig. 11(a) and (c). The reasons for

such artifacts are certain effects, like incorrect depth va-

lues and edge samples, which contain a combination of

foreground and background color samples. Also, object

edges may be fuzzy and may contain semitransparent con-

tent. Therefore, special treatment in such areas has to be

applied. In advanced synthesis methods, a reliability-based

approach is taken with one [52] or two [33] boundary
layers. Since areas along depth discontinuities in 3DV are

known to produce visual artifacts in the projection process,

they are processed separately.

The video data of original views are classified as Bunre-

liable areas[ along depth edges, while the remaining areas

are labeled as being Breliable areas.[ While the method

from [52] only uses one depth edge or boundary layer, the

method from [33] uses two layers for foreground and
background boundary data with different projection rules.

The reliable areas are projected or shifted into the inter-

mediate view first. Then, the unreliable boundary areas are

split into foreground and background data. Here, fore-

ground areas are projected next and merged with the re-

liable data. Afterwards, the background data are projected

and also merged. The important difference between

Fig. 9. Impact of coding artifacts on depth maps for Ballet sequence:

(a) original uncoded depth, (b) H.264/AVC (intra-only) coded depth,

(c) MVC (fully optimized) coded depth, and (d) platelet coded depth

at the same bit rate.

Fig. 10. Impact of depth coding artifacts on view synthesis rendering

for Ballet sequence with uncoded color data: (a) original uncoded

depth, (b) H.264/AVC (intra) coded depth, (c) MVC (fully optimized)

coded depth, and (d) platelet coded depth for the associated depth map

from Fig. 9.

Müller et al. : 3-D Video Representation Using Depth Maps

652 Proceedings of the IEEE | Vol. 99, No. 4, April 2011

Quellen: Boev, A., Hollosi, D. und Gotchev, A.: Classification of stereoscopic artifacts.
http://sp.cs.tut.fi/mobile3dtv/results/tech/D5.1_Mobile3DTV_v1.0.pdf (24.8.2014), 2008; Müller, K., Merkle, P. und

Wiegand, T.: 3-D Video Representation Using Depth Maps. In Proceedings of the IEEE, vol. 9, no. 4, pp. 643-656, 2011.
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Einschub: Kurzwiederholung H.264

Videokompression nach H.264

Blockweise Transformation und Quantisierung
Motion Estimation und Motion Compensation
Intra- vs. Interprädiktion
I- vs. P- vs. B-Bilder
Coding Order vs. Display Order

Bitstromformat nach H.264 Annex B

Kleinste Einheit: NAL Unit (NALU)
NALU-Header mit Typenidentifikation
Wichtige NALU-Typen: SPS, PPS, (IDR-)Slices

Ergänzungen:

Decoded Picture Buffer (DPB) speichert zuvor kodierte Referenzbilder
(vereinfacht) nach FIFO-Prinzip
NALU-Typ SEI (Supplemental Enhancement Information): Optionale
Daten, die vom Decoder ignoriert werden können
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Multi-view Coding (MVC) I

Prinzipieller Aufbau (spezifiziert in H.264 Annex H):

(Unabhängige) H.264-kompatible Grundansicht (engl. base view) →
H.264-Decoder kann die Grundansicht dekodieren (ignoriert den Rest)
Daten weiterer Ansichten durch neue NALU-Typen
Metadaten zu neuen Ansichten durch zusätzliche SPS (mit neuem Typ)
Redundanzen zwischen Ansichten werden durch
Inter-Ansichtenprädiktion (engl. inter-view prediction) ausgenutzt
Andere Ansichten werden als Referenzen temporär in DPB eingefügt
Eigene Profile (z.B. Stereo High für Blu-ray: nur zwei Ansichten)

PROCEEDINGS OF THE IEEE (2011): VETRO, WIEGAND, SULLIVAN  
 

7 

SEI messages that are relevant for multiview video bitstreams. 
An analysis of MVC decoded picture buffer requirements was 
also provided in that work. 

A. Bitstream Structure 

A key aspect of the MVC design is that it is mandatory for 
the compressed multiview stream to include a base view bit-
stream, which is coded independently from all other views in a 
manner compatible with decoders for single-view profile of the 
standard, such as the High profile or the Constrained Baseline 
profile. This requirement enables a variety of uses cases that 
need a 2D version of the content to be easily extracted and 
decoded. For instance, in television broadcast, the base view 
could be extracted and decoded by legacy receivers, while 
newer 3D receivers could decode the complete 3D bitstream 
including non-base views. 

As described in Section IV.A, coded data in H.264/MPEG-4 
AVC is organized into NAL units. There exist various types of 
NAL units, some of which are designated for coded video pic-
tures, while others for non-picture data such as parameter sets 
and SEI messages. MVC makes use of the NAL unit type 
structure to provide backward compatibility for multiview vid-
eo. 

 

Slice of IDR picture
NUT = 5

Slice of non-
IDR picture

NUT = 1

Slice of non-
IDR picture

NUT = 1

SPS
NUT = 7

• profile_idc
• level_idc
• constraint_setX_flags

Base View: NAL units that are decoded by legacy AVC decoders

Slice extension
NUT = 20

Slice 
extension
NUT = 20

Slice extension
has same slice-level 
syntax as base view

Non-Base View: NAL units that are decoded by MVC decoders,
and discarded by legacy AVC decoders

Subset 
SPS

NUT = 15

Subset SPS includes SPS syntax 
and SPS MVC extension syntax

• View identification
• View dependencies
• MVC profile/level
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NUT = 1
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NUT = 1
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NUT = 7

• profile_idc
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• constraint_setX_flags

Base View: NAL units that are decoded by legacy AVC decoders

Slice extension
NUT = 20

Slice 
extension
NUT = 20

Slice extension
has same slice-level 
syntax as base view

Non-Base View: NAL units that are decoded by MVC decoders,
and discarded by legacy AVC decoders

Subset 
SPS

NUT = 15

Subset SPS includes SPS syntax 
and SPS MVC extension syntax

• View identification
• View dependencies
• MVC profile/level  

Fig. 2. Structure of an MVC bitstream including NAL units that are associ-
ated with a base view and NAL units that are associated with a non-base 
view. NAL unit type (NUT) indicators are used to distinguish different types 
of data that are carried in the bitstream. 

 
To achieve this compatibility, the video data associated with 

a base view is encapsulated in NAL units that have previously 
been defined for the 2D video, while the video data associated 
with the additional views are encapsulated in an extension 
NAL unit type that is used for both scalable video coding 
(SVC) [45] and multiview video. A flag is specified to distin-
guish whether the NAL unit is associated with an SVC or 
MVC bitstream. The base view bitstream conforms to existing 
H.264/MPEG-4 AVC profiles for single-view video, e.g., High 
profile, and decoders conforming to an existing single view 
profile will ignore and discard the NAL units that contain the 
data for the non-base views since they would not recognize 
those NAL unit types. Decoding the additional views with 

these new NAL unit types would require a decoder that recog-
nizes the extension NAL unit type and conforms to one of the 
MVC profiles. The basic structure of the MVC bitstream in-
cluding some NAL units associated with a base view and some 
NAL units associated with a non-base view is shown in Fig. 2. 
Further discussion of the high-level syntax is given below. 
MVC profiles and levels are also discussed later in this sec-
tion. 

B. Enabling Inter-view Prediction 

The basic concept of inter-view prediction, which is em-
ployed in all of the described designs for efficient multiview 
video coding, is to exploit both spatial and temporal redun-
dancy for compression. Since the cameras (or rendered view-
point perspectives) of a multiview scenario typically capture 
the same scene from nearby viewpoints, substantial inter-view 
redundancy is present. A sample prediction structure is shown 
in Fig. 3. Pictures are not only predicted from temporal refer-
ences, but also from inter-view references. The prediction is 
adaptive, so the best predictor among temporal and inter-view 
references can be selected on a block basis in terms of rate-
distortion cost. 
 

 
 
Fig. 3. Illustration of inter-view prediction in MVC. 

 
Inter-view prediction is a key feature of the MVC design, 

and it is enabled in a way that makes use of the flexible refer-
ence picture management capabilities that had already been 
designed into H.264/MPEG-4 AVC, by making the decoded 
pictures from other views available in the reference picture 
lists for use by the inter-picture prediction processing. Specifi-
cally, the reference picture lists are maintained for each picture 
to be decoded in a given view. Each such list is initialized as 
usual for single-view video, which would include the temporal 
reference pictures that may be used to predict the current pic-
ture. Additionally, inter-view reference pictures are included in 
the list and are thereby also made available for prediction of 
the current picture. 

According to the MVC specification, inter-view reference 
pictures must be contained within the same access unit as the 
current picture, where an access unit contains all the NAL 
units pertaining to a certain capture or display time instant. 
The MVC design does not allow the prediction of a picture in 
one view at a given time using a picture from another view at a 
different time. This would involve inter-view prediction across 
different access units, which would incur additional complex-
ity for limited coding benefits. 

To keep the management of reference pictures consistent 
with that for single-view video, all the memory management 
control operation commands that may be signaled through an 
H.264/MPEG-4 AVC bitstream apply to one particular view in 

Quelle: Vetro, A., Wiegand, T. und Sullivan, G. J.: Overview of the Stereo and Multiview Video Coding Extensions of the
H.264/MPEG-4 AVC Standard. In Proceedings of the IEEE, vol. 99, no. 4, pp. 626-642, 2011.
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Multi-view Coding (MVC) II

Zur Reduktion der Komplexität: Inter-Ansichtenprädiktion (rot) nur
zwischen Bildern, die den gleichen Darstellungszeitpunkt haben

Reguläre Prädiktion nach wie vor möglich → RDO

shows the result of an experiment on the relation between

bit rate and camera density for MVC.

For this purpose, an array of 16 linearly arranged

camera views from the Rena sequence was used. The ca-

meras were tightly lined up with the smallest achievable

baseline of 5 cm (¼ camera diameter). To obtain a regular

camera distance refinement, a subset of nine adjacent
cameras was selected. In order to minimize irregular in-

fluences of individual cameras, the experiments were

carried out and averaged for all possible nine out of 16

camera subsets. Fig. 3 shows the average percentage MVC

coding results using interview prediction. Here, no tem-

poral prediction was used in order to avoid the superposi-

tion of temporal and interview coding effects, as discussed

in the following. The bit rates were obtained for different

quantization parameter (QP) values. The QP controls the

fidelity of the coded video signal and its value is inversely

proportional to fidelity. First, all nine cameras were coded.

Then, every second camera was left out and MVC was

applied to the five remaining camera views. Again, every
second camera was omitted, such that coding was applied

to the remaining three cameras and two cameras in the

next step, respectively. As a reference, single-view coding

without interview prediction was carried out, as shown by

the dotted line in Fig. 3. Single-view coding of one view

corresponds to 100% of the bit rate and consequently nine

views require 900%, if coded without interview predic-

tion. Using MVC with different QP values results in a
reduction of the bit rates: thus, for nine camera views only

650% single-view bit rate is required for higher recon-

struction quality (QP24) and even below 300% for low

reconstruction quality (QP42). Although a significant cod-

ing gain is achieved by interview prediction, the MVC

curves in Fig. 3 still show a linear increase with the num-

ber of views, although only interview coding effects were

investigated. With common MVC coding conditions, as
shown in the structure in Fig. 2, only up to 30% of

macroblocks are predicted from the interview reference

picture, as shown in [29]. Thus, the MVC curves in Fig. 3

will even be closer to the simulcast reference line. As an

example, the highest bit rate reduction is 40% for low bit

rates, as reported in [29]. Thus, the lowest (QP42) curve in

Fig. 3 would reach 540% at nine cameras. This indicates

that a reasonable data rate for nine or even 50 views
cannot be realized with this concept and that the bit rate is

proportional to the number of views.

C. Color-Only View Extraction
As shown above, the required high number of views

cannot be efficiently transmitted using MVC. Therefore, in
Fig. 3. Results of coding experiments on camera density in linear

camera array in terms of average rate relative to one camera rate.

Fig. 2. Example coding structure in MVC for linear five camera setup and GOP size of eight pictures. The red arrows indicate interview prediction.

Müller et al. : 3-D Video Representation Using Depth Maps

646 Proceedings of the IEEE | Vol. 99, No. 4, April 2011

Quelle: Müller, K., Merkle, P. und Wiegand, T.: 3-D Video Representation Using Depth Maps. In Proceedings of the IEEE, vol.
9, no. 4, pp. 643-656, 2011.
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Multi-view Coding (MVC) III

Vergleich zu Simulcast (unabhängige Ansichtenkodierung nach H.264):

PROCEEDINGS OF THE IEEE (2011): VETRO, WIEGAND, SULLIVAN  
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Fig. 5. Sample coding results for several MVC test sequences, including 
Ballroom, Race1, and Rena sequences, according to common test condi-
tions [48]. 

 

There are many possible variations on the prediction struc-
ture considering both temporal and inter-view dependencies. 
The structure not only affects coding performance, but has 
notable impact on delay, memory requirements and random 
access. It has been confirmed that the majority of gains are 
obtained using inter-view prediction at anchor positions. An 
average decrease in bit rate of approximately 5-15% at equiva-
lent quality could be expected if the inter-view predictions at 

non-anchor positions are not used [51]. The upside is that de-
lay and required memory would also be reduced. 

Prior studies on asymmetrical coding of stereo video, in 
which one of the views is encoded with lower quality than the 
other, suggest that a further substantial savings in bit rate for 
the non-base view could be achieved using that technique. In 
this scheme, one of the views is significantly blurred or more 
coarsely quantized than the other [52], or is coded with a re-
duced spatial resolution [53][54], with an impact on the stereo 
quality that may be imperceptible. With mixed resolution cod-
ing, it has been reported that an additional view could be sup-
ported with minimal rate overhead, e.g., on the order of 25-
30% additional rate added to a base view encoding for coding 
the other view at quarter resolution. Further study is needed to 
understand how this phenomenon extends to multiview video 
with more than two views. The currently-standardized MVC 
design provides the encoder with a great deal of freedom to 
select the encoded fidelity for each view and to perform pre-
processing such as blurring if desired; however, it uses the 
same sample array resolution for the encoding of all views. 

F. SEI Messages for Multiview Video 

Several new SEI messages for multiview video applications 
have also been specified as part of the MVC extension of 
H.264/MPEG-4 AVC. However, it should be noted that, in 
general, SEI messages only supply supplemental information 
that is not used within the standardized process for the decod-
ing of the sample values of the coded pictures, and the use of 
any given SEI message may not be necessary or appropriate in 
some particular MVC application environment. A brief sum-
mary of these messages and their primary intended uses are 
included below. 

Parallel decoding information SEI message: indicates that 
the views of an access unit are encoded with certain constraints 
that enable parallel decoding. Specifically, it signals a limita-
tion that has been imposed by the MVC encoder whereby a 
macroblock in a certain view is only allowed to depend on 
reconstruction values of a subset of macroblocks in other 
views. By constraining the reference area, it is possible to en-
able better parallelization in the decoding process [44]. 

MVC scalable nesting SEI message: enables the reuse of ex-
isting SEI messages in the multiview video context by indicat-
ing the views or temporal levels to which the messages apply.  

View scalability information SEI message: contains view 
and scalability information for particular operation points (sets 
of coded views at particular levels of a nested temporal refer-
encing structure) in the coded video sequence. Information 

such as bit rate and frame rate, among others, are signaled 

as part of the message for the subset of the operation 

points. This information can be useful to guide a bitstream 

extraction process [44]. 
Multiview scene information SEI message: indicates the 

maximum disparity among multiple view components in an 
access unit. This message can be used for processing the de-
coded view components prior to rendering on a 3D display. It 
may also be useful in the placement of graphic overlays, subti-

Quelle: Vetro, A., Wiegand, T. und Sullivan, G. J.: Overview of the Stereo and Multiview Video Coding Extensions of the
H.264/MPEG-4 AVC Standard. In Proceedings of the IEEE, vol. 99, no. 4, pp. 626-642, 2011.
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Multi-view Coding (MVC) IV

shows the result of an experiment on the relation between

bit rate and camera density for MVC.

For this purpose, an array of 16 linearly arranged

camera views from the Rena sequence was used. The ca-

meras were tightly lined up with the smallest achievable

baseline of 5 cm (¼ camera diameter). To obtain a regular

camera distance refinement, a subset of nine adjacent
cameras was selected. In order to minimize irregular in-

fluences of individual cameras, the experiments were

carried out and averaged for all possible nine out of 16

camera subsets. Fig. 3 shows the average percentage MVC

coding results using interview prediction. Here, no tem-

poral prediction was used in order to avoid the superposi-

tion of temporal and interview coding effects, as discussed

in the following. The bit rates were obtained for different

quantization parameter (QP) values. The QP controls the

fidelity of the coded video signal and its value is inversely

proportional to fidelity. First, all nine cameras were coded.

Then, every second camera was left out and MVC was

applied to the five remaining camera views. Again, every
second camera was omitted, such that coding was applied

to the remaining three cameras and two cameras in the

next step, respectively. As a reference, single-view coding

without interview prediction was carried out, as shown by

the dotted line in Fig. 3. Single-view coding of one view

corresponds to 100% of the bit rate and consequently nine

views require 900%, if coded without interview predic-

tion. Using MVC with different QP values results in a
reduction of the bit rates: thus, for nine camera views only

650% single-view bit rate is required for higher recon-

struction quality (QP24) and even below 300% for low

reconstruction quality (QP42). Although a significant cod-

ing gain is achieved by interview prediction, the MVC

curves in Fig. 3 still show a linear increase with the num-

ber of views, although only interview coding effects were

investigated. With common MVC coding conditions, as
shown in the structure in Fig. 2, only up to 30% of

macroblocks are predicted from the interview reference

picture, as shown in [29]. Thus, the MVC curves in Fig. 3

will even be closer to the simulcast reference line. As an

example, the highest bit rate reduction is 40% for low bit

rates, as reported in [29]. Thus, the lowest (QP42) curve in

Fig. 3 would reach 540% at nine cameras. This indicates

that a reasonable data rate for nine or even 50 views
cannot be realized with this concept and that the bit rate is

proportional to the number of views.

C. Color-Only View Extraction
As shown above, the required high number of views

cannot be efficiently transmitted using MVC. Therefore, in
Fig. 3. Results of coding experiments on camera density in linear

camera array in terms of average rate relative to one camera rate.

Fig. 2. Example coding structure in MVC for linear five camera setup and GOP size of eight pictures. The red arrows indicate interview prediction.

Müller et al. : 3-D Video Representation Using Depth Maps

646 Proceedings of the IEEE | Vol. 99, No. 4, April 2011

Quelle: Müller, K., Merkle, P. und Wiegand, T.: 3-D Video Representation Using Depth Maps. In Proceedings of the IEEE, vol.
9, no. 4, pp. 643-656, 2011.
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Überblick Frame Packing

Multiplexing von mehreren Bildern in einem Trägerbild

Reguläre Kodierung des (gemultiplexten) Bildes möglich

Fokus: Erweiterung von H.264 (Frame Packing Arrangement SEI)

Funktionsweise:

Encoder: Multiplexing; Signalisierung der Multiplexingart über SEI
Decoder: Extraktion der Multiplexingart; Demultiplexing

Vorteile:

Auf Bitstromebene abwärtskompatibel
Verwendung bestehender Coding Tools → minimaler
Implementierungsmehraufwand

Nachteile:

Ohne Decoderunterstützung nicht abwärtskompatibel darstellbar
Reduktion der Bildwiederholrate oder Auflösung pro Bild
Übersprechen (Kompressionsartefakte) durch Prädiktion
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Mögliche Frame Packing Arrangements

a)-e): Halbierung der horizontalen bzw. vertikalen Bildauflösung pro
Ansicht zur Einhaltung der Levelgrenzen → Rekonstruktion bei
Wiedergabe (mit Unterabtastungsartefakten)

f): Halbierung der Bildwiederholrate pro Ansicht zur Einhaltung der
Levelgrenzen (bei Reserven nicht unbedingt notwendig)
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Beispiele für Frame Packing

Beispiele für horizontale (a)) und vertikale (b)) Frame Packings:

Adaptiert von: Sinofsky, S.: Building a rich and extensible media platform.
http://blogs.msdn.com/b/b8/archive/2012/06/08/building-a-rich-and-extensible-media-platform.aspx

(24.8.2014), 2012.

Anmerkung: Einige Frame Packings werden direkt von HDMI 1.4a
(und seinen Nachfolgern) unterstützt → Direkte Wiedergabe möglich

Andreas Unterweger (FH Salzburg) Kodierung von Mehrfachansichten Wintersemester 2019/20 19 / 20

http://blogs.msdn.com/b/b8/archive/2012/06/08/building-a-rich-and-extensible-media-platform.aspx


Danke für die Aufmerksamkeit!

Fragen?
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